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Using variational cluster approach, we study interplay between frustration and dimensionality and their
influence on magnetic properties in the ground state of the half-filled Hubbard model on a stacked square
lattice in the large U region �U / t=10� by changing the next-nearest-neighbor hopping, t�, and the interlayer
hopping, t�. For small t�� t�

� with t�
� / t�0.44, antiferromagnetic long-range order appears at small t�� tc1

�
and collinear magnetic long-range order at large t�� tc2

� . These ordered regimes are separated by a paramag-
netic Mott insulating state which appears in the parameter region tc1

� � t�� tc2
� . For large t�� t�

� , the paramag-
netic Mott insulating state disappears and a direct transition between antiferromagnetic state and collinear
magnetic state occurs at t�= tc3

� . We also find that the transition from the antiferromagnetic state to the para-
magnetic Mott insulating state is of the second order and that from the collinear magnetic state to the para-
magnetic Mott insulating or the antiferromagnetic state is of the first order.
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I. INTRODUCTION

Geometrical frustration with strong electronic correlations
is one of the main issues in modern condensed-matter phys-
ics. In connection with recent experimental studies of frus-
trated quantum magnets such as those on triangular, kagomé,
spinel, and pyrochlore lattices1–7 as well as on triangular
structure of 3He on graphite,8 Hubbard model on lattices
with geometrically frustrated structures has been intensively
studied.9–22 Recently, layered magnetic materials such as
Li2VOSiO4 are synthesized,23,24 which can be described by a
stacked square lattice with geometrical frustration. Having
these experiments in mind, we study the half-filled Hubbard
model on the stacked square lattice in this paper.

It is well known that systems in three dimensions have a
stronger tendency to the magnetization than those in lower
dimensional systems. On the other hand, geometrical frustra-
tion tends to suppress magnetic orderings. The properties of
the resultant quantum phases and their competitions with
other phases are, in many cases, still under discussion. Thus,
in this paper, we investigate the interplay between frustration
and dimensionality and their influence on magnetic proper-
ties of the three-dimensional frustrated lattice.

In this paper, we study electronic properties of the Hub-
bard model at half filling on the stacked square lattice as
shown in Fig. 1. The Hamiltonian is given by

H = − �
l
� �

�i,j�,�
tci,l,�

† cj,l,� − �
�i,j	,�

t�ci,l,�
† cj,l,�


− �
i,l,�

t��ci,l,�
† ci,l+1,� + ci,l,�

† ci,l−1,��

− ��
i,l,�

ni,l,� + U�
i,l

ni,l,↑ni,l,↓. �1�

Here l labels the layers. We consider three different hoppings
t, t�, and t�, where t �t�� is nearest-�next-nearest-� neighbor
hopping in the same layer and t� is interlayer hopping. Note
that we consider the half-filled case throughout this study
and that the signs of t, t�, and t� do not affect the results due

to particle-hole symmetry for the half-filled case. The opera-
tor ci,l,��ci,l,�

† � annihilates �creates� an electron with spin � at
the site i in the layer l and ni,l,� is the corresponding occu-
pation number operator. � is the chemical potential and U is
the local Coulomb repulsion. At half filling, the suppression
of conventional magnetic orders and their competitions are
still under discussion.

In the large U region, the half-filled Hubbard model in Eq.
�1� with t�=0 can be transformed into the two-dimensional
J1-J2 Heisenberg model on the square lattice. This J1-J2
model has been studied extensively.25–39 In the following, we
consider the case of J1�0 and J2�0. When J2=0 or t� / t
=0, it is well accepted that the ground state exhibits antifer-
romagnetic long-range order with the magnetic wave vector
Q0= �� ,�� due to a perfect nesting of Fermi surface. As J2
increases, the antiferromagnetism is increasingly frustrated.
In the limit of J2 /J1=�, a collinear magnetic state with the
magnetic wave vector Q1= �� ,0� or �0,�� is realized. This
state consists of two antiferromagnetic long-range orders
formed on the two sublattices. On the other hand, Mizusaki
and Imada21 recently studied the two-dimensional Hubbard
model, Eq. �1� with t�=0, using path-integral
renormalization-group method. They found a long-period
antiferromagnetic-insulator phase with 2�4 structure for in-
termediate t� / t�0.7 at large U / t�7. Furthermore, a quan-
tum spin liquid phase with gapless spin excitations is found
near the Mott transition to paramagnetic metals. They also
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FIG. 1. �a� The three-dimensional lattice structure used in this
study and �b� the hopping integrals t and t� in a two-dimensional
plane. t� used in this study is also shown in �a�.
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claimed that there is degeneracy of the ground states with
various total momenta within the whole Brillouin zone in the
quantum spin liquid phase. Therefore, various unconven-
tional states are expected in the frustrated Hubbard model.

The main problem we would like to study in this paper is
the interplay between frustration and dimensionality, namely,
t� / t and t� / t, and their influence on the magnetic property of
the frustrated Hubbard model in Eq. �1�. First, we will show
that a paramagnetic insulating state, similar to that obtained
by Mizusaki and Imada,21 is obtained in a different numeri-
cal method for 0.71� t� / t�0.85 and U / t=10. Then we will
study its stability by increasing the three dimensionality �t��.
Actually, the dimensionality also has strong influence on the
property of magnetism.40 Although the tendency to order is
more pronounced in three-dimensional systems than in low-
dimensional ones, a magnetically disordered phase can be
seen in frustrated systems such as a pyrochlore, a stacked
kagomé, and a hyperkagomé lattice.41–43 Therefore, high di-
mensionalization �adding t� / t�, which naively seems to have
the competing effect with the effect of t� / t on the ordering
phenomenon, will affect the ground-state property.

The exact diagonalization used in the two-dimensional
Hubbard model will not be appropriate for the three-
dimensional problem under consideration. Therefore, we use
a quantum cluster approach44 to describe strong electron cor-
relations and geometrical frustration. In recent years there
has been a substantial progress in numerical techniques using
quantum cluster theories, such as cluster extensions of dy-
namical mean-field theory �DMFT�,45 i.e., dynamical cluster
approximation �DCA�46 and cellular DMFT �CDMFT�,47 or
variational cluster approach �VCA�.48,49 In this paper, we ap-
ply VCA which was proposed recently. It is based on a self-
energy-functional theory �SFT�50 which provides a general
variational scheme using dynamical information from an ex-
actly solvable “reference system” �in the present case, an
isolated cluster� in order to study the infinite-size lattice fer-
mion problem. It has been recently applied to the broken-
symmetry phases in the Hubbard model51–54 and the dimer
Hubbard model as a model for the organic materials
	-�ET�2X.15

This paper is organized as follows. We start with a brief
review of SFT in general �Sec. II A� and then describe VCA
applied in the Hamiltonian �1� �Sec. II B�. Some technical
details are addressed in Appendixes A and B. In Sec. III, our
results �energies, order parameters, and a phase diagram� are
presented and discussed. Finally, Sec. IV contains our main
conclusions and a summary.

II. THEORETICAL BACKGROUND

In order to describe the VCA used in this paper, it is
useful to explain the SFT first.

A. Self-energy-functional theory50

For a system with Hamiltonian H=H0�t�+H1�U�, where t
represents the hopping parameters and U the interaction pa-
rameters, the grand potential of the system at temperature, T,
and chemical potential, �, can be written as a functional of
the self-energy �,


t,U��	 = Tr ln�G0,t
−1 − ��−1 + FU��	 , �2�

with the stationary property �
t,U��phys	=0 for the physical
self-energy. Here, G0,t= ��+�− t�−1 is the free Green’s func-
tion and Tr is defined as Tr�T��n

ei�n0+
tr, with tr being the

usual trace and �n being the Matsubara frequencies, �n
= �2n+1��T, for integer n. FU��	 is the Legendre transform
of the universal Luttinger-Ward functional U�G	.55 Because
the Luttinger-Ward functional is defined via an infinite sum
of renormalized skeleton diagrams, the functional depen-
dence U�G	 or FU��	 is not known explicitly. However, the
important point in Eq. �2� is that the functional form of
FU��	 only depends on � and not on t explicitly. �Note that
FU��	 depends on t implicitly since � depends on t.�

Due to this universality of FU��	, we have


t�,U��	 = Tr ln�G0,t�
−1 − ��−1 + FU��	 �3�

for the self-energy functional of a reference system which is
given by a Hamiltonian with the same interaction part U but
modified hopping parameters t�, i.e., H�=H0�t��+H1�U�.
Note that t� include additional one-particle variational pa-
rameters as discussed below. By a proper choice of H0�t��,
the problem posed by the reference system H� can be much
simpler than the original problem posed by H. In this case,
the self-energy of the reference system �t�,U can be com-
puted exactly within a certain subspace of parameters t�
which we call a subspace, S. Combining Eqs. �2� and �3�, we
can eliminate the functional FU��	. Inserting the self-energy
of the reference system as a trial self-energy, we obtain


t,U��t�,U	 = 
t�,U + Tr ln�G0,t
−1 − �t�,U�−1 − Tr ln Gt�,U,

�4�

where 
t�,U and Gt�,U= �G0,t�
−1 −�t�,U�−1 are the grand poten-

tial and the Green’s function of the reference system. Sta-
tionary points are obtained in the restricted subspace S of
trial self-energy ��t�,U�S�. Varying the trial self-energy in S
is carried out by varying the one-particle parameters t� of the
reference system. In addition to the variational parameters,
t�, suitably chosen fictitious symmetry-breaking Weiss fields
can be introduced as variational parameters. By this method,
normal and off-diagonal long-range orders can be studied.
Note that VCA and CDMFT, which treat decoupled clusters
differently, are understood from a unified framework of SFT.

B. Variational cluster approach

VCA is conceptually clear and simple and much easier to
implement numerically. Therefore, we apply VCA to the
Hamiltonian Eq. �1�. We rewrite Eq. �1� as

H = H0�t� + H1, �5�

where H1 is the interaction part,

H1 = U�
i,l

ni,l,↑ni,l,↓, �6�

and H0�t� is the rest of the Hamiltonian Eq. �1�.
In the following, we fix the parameter, U, as U / t=10 and

the average particle number as �ni,l,↑�+ �ni,l,↓�=1 and con-
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sider at zero temperature. The energy scale is set by choosing
t=1.

We assume that the Hamiltonian of the reference system
H� is given by a set of decoupled clusters of a finite size. For
an individual cluster, the Hamiltonian reads

Hcluster� = HHub� + HAF� + HCM� + Hlocal� . �7�

Here, HHub� is the Hubbard Hamiltonian in the cluster, HAF�
and HCM� are two symmetry-breaking terms �Weiss fields�,

HAF� = hAF� �
i,l

�ni,l,↑ − ni,l,↓�eiQAF·Ri,l �8�

and

HCM� = hCM� �
i,l

�ni,l,↑ − ni,l,↓�eiQCM·Ri,l, �9�

where hAF� and hCM� are the strengths of the fields used as
variational parameters. QAF= �� ,� ,�� is the antiferromag-
netic �AF� wave vector and QCM= �� ,0 ,�� is the collinear
magnetic �CM� wave vector. Furthermore, in order to ensure
thermodynamic consistency with respect to the average par-
ticle number, the site-independent energy, ��, is also treated
as a variational parameter52 which appears in the local term

Hlocal� = ���
i,l,�

ni,l,�. �10�

�� has a role of a chemical potential of the cluster. We use a
three-dimensional cluster �called as supercluster� with 2�2
�2 sites which consists of two 2�2 clusters stacked in the
z direction as shown in Fig. 2 and diagonalize the Hamil-
tonian Hcluster� .

The trace in Eq. �4� is evaluated accurately as follows. By
converting the frequency integrals to a sum over the poles of
the Green’s function,50 we have

Tr ln�G0,t
−1 − �t�,U�−1 =

T=0

�
m

�m��− �m� − R��t�,U	 �11�

and

Tr ln Gt�,U =
T=0

�
m

�m� ��− �m� � − R��t�,U	 . �12�

Here ���� is the Heaviside step function and �m� are the
poles of Gt�,U, i.e., the one-particle excitation energies of the
cluster, �m� =Er−Es, which is obtained by exact diagonaliza-

tion. Here, we introduce the notation, m= �r ,s�, to indicate an
excitation between two states s and r. Similarly, �m are the
poles of the Green’s function �G0,t

−1 −�t�,U�−1. In Eqs. �11�
and �12�, R��t�,U	 represents a contribution due to the poles
of the self-energy which cancels out in Eq. �4� and can thus
be ignored. �Details of R��t�,U	 are discussed in Ref. 50.�
Numerical techniques to calculate �m and the Green’s
function of the supercluster are addressed in Appendixes A
and B.

III. RESULTS

A. Total energy

First, let us consider the behavior of the total energy per
site E0. Figure 3�a� shows the obtained values of E0 for
t�=0 as a function of t�. In this case, layers are independent
of each other. E0’s for paramagnetic Mott insulating �MI�
state without magnetic long-range order, AF, and CM states
are denoted by solid, dashed, and dash-dotted lines, respec-
tively. Note that these three states are insulating because of
gap opening in the total density of states �not shown here�.
Figure 3�a� indicates that three different phases appear as a
ground state for different values of t�, namely, that two mag-

(a) (b)(a) (b)

FIG. 2. �Color online� Superclusters which tile the three-
dimensional lattice �a� with antiferromagnetic long-range order and
�b� with collinear magnetic long-range order. Each supercluster
consists of two 2�2 clusters which stack in the z direction. A major
spin at each site is shown by a blue arrow.

���

���

FIG. 3. �a� t� dependence of the total energy per site, E0, for
t�=0 obtained in three different states: paramagnetic MI �solid
line�, AF �dashed line�, and CM states �dash-dotted line�. �b� Same
as in �a�, for t�=0.7.
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netically long-range ordered states appear at small and large
t�. They are separated by MI state in the parameter region
tc1
� � t�� tc2

� , where tc1
� �0.71 and tc2

� �0.85. E0 for MI �solid
line� and E0 for AF �dashed line� smoothly coincide as in-
creasing t�, indicating the second-order phase transition. On
the other hand, E0 for MI �solid line� and E0 for CM �dash-
dotted line� cross each other. Furthermore, hysteresis behav-
ior is observed at the transition point tc2

, indicating that the
transition from MI to CM is of the first order.

Figure 3�b� shows the same type of data for a rather
strong interlayer coupling, t�=0.7, which indicates that only
two different phases appear as a ground state, namely, AF
state for t�� tc3

� and CM state for t�� tc3
� , respectively, with

tc3
� �0.77. In this case MI state does not appear and the tran-

sition from AF to CM is of the first order. The comparison of
Figs. 3�a� and 3�b� shows that the MI state, which is stable in
a rather wide t� region in the strictly two-dimensional sys-
tem, becomes unstable by including the three dimensionality.

B. Order parameters and phase diagram

Figure 4 shows the t� dependences of the AF order param-
eter at small t� and CM order parameter at large t�. In the
region where no order parameter appears, MI state is stable
as a ground state. As expected, the order parameters are
monotonically increasing with t� and the phase-transition
points tc1

� , tc2
� change as a function of t�, which is shown in

Fig. 5. At t�
� �0.44, the transition points tc1

� and tc2
� coincide.

For t�� t�
� , AF order parameter vanishes continuously as is

typical for the second-order transition. On the other hand,
CM order parameter abruptly drops to zero, which is consis-
tent with the first-order transition. For t�� t�

� , the values of
AF order parameter and CM order parameter are discontinu-
ously connected, indicating the first-order transition. The ob-
tained phase diagram is summarized in Fig. 5, where solid
line denotes the second-order transition and dashed line de-
notes the first-order transition.

Here let us compare our results with t�=0 to those in the
J1-J2 Heisenberg model on the square lattice. In the follow-
ing, we consider the case of J1�0 and J2�0. It has been
shown that for J2 /J1�0.4, the AF state appears and for
J2 /J1�0.6, the CM state appears.27,28 Since J1= 4t2

U and J2

= 4t�2

U in the large U limit, these critical values correspond to
t� / t=0.63 and 0.77. Although these results roughly agree
with tc1

� and tc2
� obtained in the present method, the difference

may come from higher order terms of large-U expansion
such as the ring exchange term.56 For the intermediate region
of 0.4�J2 /J1�0.6, no definite conclusion has been drawn
on the nature of the ground state of J1-J2 Heisenberg model.
Possibilities of columnar-dimerized state,35,57,58 plaquette
singlet state,59 and resonating-valence-bond state have been
discussed. The intermediate state obtained in our method is a
nonmagnetic insulator. The identification of this state is a
remaining future problem.

Schmalfuß et al.39 studied the stacked J1-J2 Heisenberg
model using a coupled-cluster method and rotation-invariant
Green’s function method. They showed similar phase dia-
grams as ours, indicating the disappearance of an intermedi-
ate magnetically disordered quantum paramagnetic phase for
quite small J� /J1�0.2–0.3. This critical value corresponds
to t� / t�0.45–0.55 which agree again with Fig. 5.

IV. SUMMARY AND CONCLUSIONS

To summarize, we have studied the role of frustration and
dimensionality in the t-t� Hubbard model on the stacked
square lattice given by the Hamiltonian, Eq. �1�, at half fill-
ing and at zero temperature by changing t� and t�. We have
employed recently proposed VCA. Important advantages of
VCA are that local and off-site short-range correlations are
captured exactly and that broken symmetries are treated with
a rigorous dynamical variational principle. Therefore, VCA
is a powerful method for analyzing magnetic properties of
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FIG. 4. �Color online� t� dependence of AF and CM order pa-
rameters for various values of t�. At small t�, AF order parameters
for t� / t=0,0.3,0.4,0.5,0.6,0.7 are shown from bottom to top. At
large t�, CM order parameters for the same values of t� are shown
from bottom to top.
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FIG. 5. Phase diagram in the t�-t� plane. Transition from AF
state to paramagnetic MI state is of the second order �denoted by
solid line�. Transition from CM state to MI or AF state is of the first
order �denoted by dashed line�.
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Hubbard model with strong electron correlations and geo-
metrical frustration.

Our results show that t� destroys AF long-range ordering
continuously at small t� and induces CM long-range ordering
at large t� with the first-order transition. There is a MI state at
intermediate t�. We also find that t� has a tendency to stabi-
lize the magnetic long-range orders and finally MI state van-
ishes at a critical value of t� �t�

� �0.44�. Therefore, interest-
ing phenomena induced by strong electron correlations and
geometrical frustration are very sensitive to dimensionality.
Our results should be confirmed by using larger clusters in
the VCA calculation. Geometrical frustration and low dimen-
sionality have a key role of intriguing physics at least in our
model in this study.
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Appendix A: Calculation of the poles of the lattice Green’s
function

The poles �m of the Green’s function �G0,t
−1 −�t�,U�−1

�Gt,U can be obtained in the following way.53 Consider the
Lehmann representation of Gt�,U which can be cast into the
form

G�,�,t�,U��� = �
m

Q�,m
1

� − �m�
Qm,�

† , �A1�

where �= �site i , spin �� in the cluster. The “Q matrix” is
defined as

Q�,m =
T=0

�r,0�0�c��s� + �s,0�r�c��0� , �A2�

and �m� and Q�,m are obtained from exact diagonalization of
the cluster. The spectral weight �residue� of G�,�,t�,U��� at a
pole �=�m� is given by Q�,mQm,�

† . �0� denotes the �grand-
canonical� ground state of the reference system. Introducing
the diagonal matrix gm,n���=�m,n / ��−�m� �, we have

Gt�,U��� = Qg���Q†. �A3�

Defining V= t− t�, the VCA expression for the lattice Green’s
function can be written as

Gt,U �
1

G0,t
−1 − �t�,U

=
1

Gt�,U
−1 − V

. �A4�

This expression can be transformed with the help of the Q
matrix in Eqs. �A2� and �A3�

Gt,U =
1

�QgQ†�−1 − V
= Q

1

g−1 − Q†VQ
Q†. �A5�

Since g−1=�−� with �m,n=�m,n�m� , the poles of Gt,U are
now simply given by the eigenvalues of the �frequency inde-

pendent� matrix M=�+Q†VQ and can be easily found by
numerical diagonalization. The dimension of M is given by
the number of poles of Gt�,U with nonvanishing spectral
weight.

Appendix B: Calculation of the supercluster Green’s function

The Green’s function of the supercluster can be calculated
as follows. Switching off the hopping processes that connect
the Nc=4 clusters in the supercluster gives a block-diagonal
Hamiltonian which can be treated by numerical diagonaliza-
tion. The switched off hopping processes are then incorpo-
rated again perturbatively. The supercluster Green’s function
Gt�,U

�s.c.� can be written as

Gt�,U
�s.c.� =

1

Gt�,U
�block�−1 − V�s.c.� , �B1�

where

Gt�,U
�block� � Gt�,U

�1�
0

0 Gt�,U
�2� �

= Q�1�g�1����Q�1�† 0

0 Q�2�g�2����Q�2�†�
= Q�1� 0

0 Q�2� �g�1���� 0

0 g�2���� �
� Q�1�† 0

0 Q�2�†� � Q�block�g�block����Q�block�†.

�B2�

Here, superscripts �1� and �2� denote a cluster index in a
supercluster. V�s.c.� is the intercluster hopping between the
two clusters. The expression Eq. �B1� can be transformed
with the help of the Q�block� expression of Gt�,U

�block� of Eq.
�B2�:

Gt�,U
�s.c.� =

1

�Q�block�g�block�Q�block�†�−1 − V�s.c.�

= Q�block� 1

g�block�−1 − Q�block�†V�s.c.�Q�block� � Q�block�†.

�B3�

Since g�block�−1=�−��block�, where ��block� is the diagonal
matrix the elements of which are the poles of g�1���� and
g�2����, the poles of Gt�,U

�s.c.� are given by the eigenvalues of
the matrix M�s.c.�=��block�+Q�block�†V�s.c.�Q�block� and can be
found by numerical diagonalization. Diagonalizing M�s.c.� by
an appropriate matrix P as

M�s.c.� = PM�s.c.�P†, �B4�

where M�s.c� is the diagonal matrix the elements of which are
the poles of Gt�,U

�s.c.�, Gt�,U
�s.c.� can be expressed as
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Gt�,U
�s.c.���� = Q�s.c.�g�s.c.����Q�s.c.�†, �B5�

with

g�s.c.���� =
1

� − M�s.c� , �B6�

Q�s.c.� = Q�block�P , �B7�

Q�s.c.�† = P†Q�block�†. �B8�

Since Eq. �B5� has the same form as Eq. �A3�, one repeats
the procedure from Eq. �A3� to Eq. �A5� once again in order
to obtain the poles of the lattice Green’s function.
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